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Abstract: This study presents a comparative study on robust regression method via M-estimator and Least Trimmed Square (LTS) 

estimator against Ordinary Least Square (OLS) estimator in modelling economic indicators in Malaysia. The aim is to estimate the 

parameters of multiple linear regression model in the presence of outliers and to evaluate the estimator performance of OLS, LTS and M 

estimation. The coefficient of determination known as R-squared values were used as criteria to evaluate the estimator performance. 

Research findings showed that LTS estimator outperform M estimator and OLS estimator in terms of maximum of R-squared values. 
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1. Introduction 
 

Regression is one of the most commonly used statistical 

method. Regression analysis is conducted to determine the 

relationship between two or more variables having 

cause-effect relations and also to make a prediction as stated 

by [1]. Out of many possible regression techniques, the 

ordinary least squares (OLS) method has been generally 

adopted because in light of the fact that simplicity of 

computation. 

 

However, OLS estimation can be influenced by the presence 

of outliers, observations which deviate far from the linear 

relation of the response variable and the exploratory 

variables. Despite the fact that though outliers usually bias 

the OLS predictions towards outliers, they are often 

implemented in empirical analysis as stated by [2]. Thus, it 

can be assumed that in the presence of outlier, Least squares 

estimation is inefficient and can be biased [3]. 

 

To remedy this problem, new statistical tools have been 

developed that are not so easily affected by outliers. An 

alternative is to utilize robust regression methods, [4]. 

Robust regression is an essential method for analysing data 

that are contaminated with outliers. It can be habituated to 

detect outliers and to provide resistant results in the 

presence of outliers [5]. These are robust methods, such as 

Least Median of Squares (LMS), Least Trimmed Squares 

(LTS), Huber M Estimation, MM Estimation, Least 

Absolute Value Method (LAV) and S Estimation [6,7,8,9]. 

 

Circulation is the process of repeating the use of individual 

units of a currency for transactions in terms of monetary 

economics. Thus, currency in circulation (CIC) is the total 

value of currency either in coins and paper currency that has 

ever been issued minus the amount that has been removed 

from the economy by the central bank. As stated by [10], 

CIC is one of the main factors that push money market 

liquidity and are vital indicators for monetisation and 

demonetization of the economy. The share of the CIC in 

money supply and its ratio to nominal Gross Domestic 

Product reveals its relative importance in any economy, see 

[11]. 

 

Several researches on Currency in Circulation have been 

done. [10] modelled and predicted the monthly CIC in 

Ghana using ARIMAX and SARIMA models. [12] 

modelled and predicted the CIC for Liquidity Management 

in Nigeria. In another study, [13] studied on Currency and 

Coinage Circulation in India. [14] discussed and modelled 

the CIC in Nigeria. See also [15,16]. 

 

Consequently, researchers should consider a comparison of 

OLS parameter estimates with robust regression parameter 

estimates. Therefore, the purpose of this study was to 

compare robust regression methods; LTS and M estimation 

against OLS regression estimation method in terms of the 

determination of coefficient by modelling the currency in 

circulation in Malaysia. 

 

2. Methodology 
 

2.1 Materials 

 

In this study, we are going to model the Currency in 

Circulation using Multiple Linear Regression method and 

estimate the parameter by using different estimator that will 

be discussed in details on the following subsection. Data 

that were used in this study are the economic indicators 

consist of Currency in Circulation (CIC) as a dependent 

variable and the independent variables consist of Exchange 

Rate (EXC), External Reserve (EXT) and Reserve Money 

(RM) that were monthly basis starting from January 1998 to 

January 2016. The data were gained from Ministry of 

Finance Malaysia and Department of Statistics Malaysia. 

All statistical analyses and OLS, LTS and M-estimation 

results were performed and compared by using R language.  

 

2.2 Multiple Linear Regression (MLR) 

 

Regression analysis consists of an accumulation of 

techniques that are acclimated to explore relationships 

between variables. A main objective of regression analysis 

is to estimate the unknown parameters in the regression 

Paper ID: ART20171894 DOI: 10.21275/ART20171894 241 



International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Index Copernicus Value (2015): 78.96 | Impact Factor (2015): 6.391 

Volume 6 Issue 4, April 2017 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

model and also called fitting the model to data, see [17]. 

Regression model can be either linear or non-linear when 

each term is either the predictor variable or a constant. 

While a linear equation has one basic form, nonlinear 

equations can take many different forms. A linear regression 

model can be expressed with the following equation: 

iiiY   0
                (1) 

where, β0 is the slope, βi and i = 1, …, p is the slope of 

unknown parameter and εi is a random error component 

usually assumed to be normally distributed with mean zero, 

Yi is the dependent variable or response and Xi is 

independent variable or the predictor. 

 

Multiple linear regression analysis is an extension of simple 

linear regression analysis, used to determine the association 

between two or more independent variables and a single 

continuous dependent variable. The multiple linear 

regression equation is as follows: 

ppY   ...ˆ
22110

         (2) 

where, Yi is the predicted value of the dependent variable, X1 

through Xp are p distinct independent variables, β0 is the 

value of Y when all of the independent variables (X1 through 

Xp) are equal to zero and β1 through βp are the estimated 

regression coefficients. 

 

Generally, ordinary least squares (OLS) estimation is used 

to estimate the parameters in multiple regression. [1] 

defined the assumptions of OLS are that residual errors 

should be normally distributed, have equal variance at all 

levels of the independent variable known as 

homoscedasticity and be uncorrelated with both the 

independent variables and with each other. However, OLS 

estimation in the multiple regression are affected by the 

occurrence of outliers and missing data [18]. If the data 

contains missing data or outliers, then the sample estimates 

and results can be misleading. 

 

2.3 Outliers data in Multiple Linear Regression 

 

An outlier is an observation that lies an abnormal distance 

from other values in a random sample from a population. 

Outliers should be investigated carefully as they often 

contain valuable information about the process under the 

data gathering and recording process. In general, outliers 

may arise and be classified into two types such as 

man-made one and random one. Man made one may arise 

due to miss-reporting, instrument error and sampling while 

random one may exist due to random chance for drawing 

sample from a population. Each different reason may 

require different treatments, see [19]. 

 

OLS estimator is extremely sensitive to multiple outliers in 

linear regression analysis and can disturb the assumption of 

normality, one of the most important components of 

statistical studies [20] . It can even be easily biased by just a 

single outlier because of its low breakdown point.  

 

Unlike OLS estimator, robust regression provides robust 

regression estimators even in the presence of multiple 

outliers [21]. The primary purpose of robust regression 

techniques is to provide resistant results in the presence of 

outliers and fit a model that describes the information in the 

majority of the data. As defined by [22], robust method 

habituated that these techniques should perform well on 

both with outliers and on without outliers. The impact of 

outliers when using robust regression is minimized by 

giving smaller weight for outliers in the estimation 

procedure. 

 

2.4 Robust Regression 

 

Robust least squares refers to a variety of regression 

methods designed to be robust or less sensitive to outliers. 

Robust regression is an alternative to least 

squares regression when data exist with outliers and it can 

also be used for the purpose of detecting influential 

observations. [23] Verbally expressed that the properties of 

efficiency, breakdown point and bounded influence are 

habituated to define the quantification of robust technique 

performance in a theoretical sense. The simplest robust 

approach of robust regression is M-estimation, see [24, 25, 

26, 27]. Least trimmed squares (LTS) estimation is a robust 

method with high breakdown point, which can withstand 

high proportion of outliers and still maintains its robustness. 

Here, the methods used for estimation parameters such as 

OLS, LTS and M-estimation could be introduced as follows, 

see [4]. 

 

2.4.1 Ordinary Least Square (OLS) estimation: 

The OLS is used to find the best estimate of β’s with the 

least squares criterion which minimizes the sum of squared 

distances of all of the points from the actual observation to 

the regression surface. OLS estimators are sensitive to the 

presence of observations that lie outside the norm for the 

regression model of interest. The OLS estimation method in 

residual form can be represented as: 

 

n

i ieMin
1

2                      (3) 

 

where, 2

ie  or   
2

ŶY  denoted as the sum of the 

squared residual between the actual and predicted values. 

This method consists of the minimization of the sum of the 

squared residuals. However, in spite of the computational 

simplicity of LS method, this estimator is now being 

criticized more and more for its dramatic lack of robustness. 

Additionally, even there is a single outlier, it can have a 

large influence on the results of regression equation, see 

[28]. 

 

2.4.2 M estimation 

The most common general method is M-estimation in the 

context of robust regression was first introduced by Huber 

(1973) as a result of making the least squares approach 

robust. The class of M-estimator models contains all models 

that are derived to be maximum likelihood models. Rather 

than minimize the sum of squared errors as the objective, 

the M-estimate minimizes a function ρ f the errors. They are 

based on the idea of replacing the squared residuals, 2

ie  , 

with another function of the residuals, given by: 

 


h

pi

ieMin 2
               (4) 

 

Where ρ is a symmetric function with a unique minimum at 

zero. M-estimates are calculated using iteratively 

reweighted least squares (IRLS). In IRLS, the initial fit is 
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calculated and then a new set of weights is calculated based 

on the results of the initial fit. The iterations are continued 

until a specified number of iterations are finished or a 

convergence criterion is met. 

 

2.4.3 Least Trimmed Square (LTS) estimation:  

Rousseeuw (1984) developed the least trimmed squares 

(LTS) estimation method. LTS offers a more efficient way to 

find robust estimates and this method is given by, 

  

h

i ieMin
1

2               (5) 

 

where  2

ie  are the ordered squared residuals, from 

smallest to largest and the value of h must be determined 

based on trimming the data values where 


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with n and p being sample size and 

number of parameters, respectively. The largest squared 

residuals are excluded from the summation in this method, 

which allows those outlier data points to be excluded 

completely. Depending on the value of h and the outlier data 

configuration, LTS can be very efficient. In fact, if the exact 

same numbers of outlying data points are trimmed, this 

method is computationally equivalent to OLS.  

 

After computing the parameters estimation of each model 

using OLS, LTS and M-estimator, we evaluate the 

performance of all estimators by comparing the value of the 

parameter estimation, p-value and the adjusted R-squared 

value of each model. The p-value for each term tests the null 

hypothesis that the coefficient is equal to zero or no effect. 

A low p-value (< 0.05) indicates that the null hypothesis can 

be rejected. In other words, a predictor that has a low 

p-value is likely to be a meaningful addition to model 

because changes in the predictor's value are related to 

changes in the response variable. Conversely, a larger or 

insignificant p-value suggests that changes in the predictor 

are not associated with changes in the response. 

 

R-squared or R
2
 is a statistical measure of how close the 

data are to the fitted regression line and also known as the 

coefficient of determination, see [29]. In general, the higher 

the R-squared, the better the model fits your data and is 

calculated as shown: 

 
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ˆ
            (6) 

Where, SST is the total sum of squares, SSR is the 

regression sum of squares, N is the number of observations, 

y is the mean value, ŷ  is the predicted value and y is 

the response value.  

 

3. Results and Discussion 
 

Outliers can have a big influence on estimating the 

parameters. Therefore, scatter plot of each model is 

implemented by plotting the residuals against the fitted 

values to prove that the outliers do exist in the data. Refer 

Figure 1. 

 

 

 
Figure 1: Scatter plot for CIC data 

 

The plots of each model in Figure 1 seem to indicate that the 

residuals and the fitted values are correlated respectively, as 

they are in a homoscedastic linear model with normally 

distributed errors. Besides that, the plots indicate 

dependency between the residuals and the fitted values. 

Based on the plots, it can be summarized that outliers do 

exist in CIC. 

 

There are two robust regression methods in this study were 

comparatively evaluated against OLS regression method. 

These robust methods consist of M-estimation and LTS 

estimator that are most commonly used regression method 

when data contains outliers. One of the effective 

performance statistics is the coefficient of determination 

(R-square). The results of the parameter estimations based 

on different estimators and R-squared including p-values of 

each models are given at Table 1. Is it clearly seen that the 

parameters estimation of each model are slightly different to 

each other when it is being compared. For example, The 

M-estimator produces a much larger negative impact of CIC 

than LTS and OLS (-10063.81 versus -5732.80 versus 

519.34).  

 

Table 1: Estimation Parameter based on different estimator 
Model Equation R2 F-test/ (p-value) 

OLS CIC = 519.38 – 187.17*EXC + 0.05*EXT + 0.38*RM 0.9461 1265/ (0.0000) 

M-Est CIC = -10063.81 + 2450.32*EXC + 0.02*EXT + 0.51*RM 0.9970 1283/ (0.0000) 

LTS CIC = -5732.80 + 51.82*EXC + 0.223*EXT + 1.86*RM 0.9978 146.54/ (0.0000) 

 

Besides that, the corresponding p-value of 0.0000 based on 

F-test for each model using different estimator indicate a 

strong rejection of the null hypothesis that all non-intercept 

coefficients are equal to zero. In other words, most of model 

are statistically significant. Meanwhile, the R-squared value 

of each model in Table 1 shows a strong positive correlation 
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respectively. By comparing each estimator for each model, 

CIC is more fitted when using LTS estimator followed by M 

and OLS estimator. In conclusion, LTS estimator 

outperform M and OLS estimator in terms of maximum of 

R-squared values. 

 

4. Conclusion 
 

Multiple regression is a popular statistical tool used by 

researchers to explain or determine the relationships 

between a dependent variable and multiple independent 

variables.  

 

In this study, two robust regression methods, LTS and 

M-estimator were comparatively evaluated against OLS 

regression method. Table 1 shows a comparison of all 

results, respectively. As seen from these table, therefore, it 

can be concluded that, LTS was the best method that fits 

data well, the second better method was the M method and 

OLS was the last efficient method in this study. Mean 

square error (MSE) in a simulation study can be used as 

criteria to evaluate the estimator as a recommendation for a 

future study. 
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