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Abstract: In this paper, we propose a design architecture of an efficient Radix-4 FFT algorithm using parallel architecture. This parallel architecture plays an important role in the FFT computation speed of data samples. The proposed algorithm has a better power and area consumption compared to the conventional Radix-4 FFT Algorithm. By the repeated use of twiddle factors, algorithm reduces the complexity and memory consumption in terms of hardware point of view.
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1. Introduction

The Fourier Transform is a widely used method in signal processing to estimate spectral content of any signal. The Fourier Transform when applied to an aperiodic discrete signal rather than a continuous signal is called Discrete Time Fourier Transform (DTFT). But DTFT of an aperiodic discrete signal is continuous in frequency domain. Hence to use DTFT in computers, we sample the DTFT. This sampled DTFT is called Discrete Fourier Transform (DFT). Fast Fourier Transform (FFT) is an efficient algorithm for computing DFT. The DFT is defined by equation (1)

\[ X(K) = \sum_{n=0}^{N-1} x(n) e^{-j2\pi kn/N} \]  

(1)

Where, \( k = 0 \) to \( N-1 \) and \( N \) is the length of the DFT.

Calculating the above equation requires \( N^2 \) Complex Multiplications and \( N(N-1) \) additions. But by using FFT algorithms, the amount of computation involved is reduced significantly.

A Fast Fourier Transform (FFT) is a fast algorithm for computing the Discrete Fourier Transform (DFT). The development of FFT algorithm has a tremendous impact on computational aspects of signal processing and applied science. All the FFT algorithms use a basic computing core structure called as butterfly. Radix-2, Radix-4, Radix-8 are common butterfly structures. Radix-2 FFT algorithm is used for data vectors of lengths in powers of two. They proceed by dividing the DFT into two DFTs of lengths, which are half times the original length and iterating. This reduces the number of stages required to find the DFT of a given sequence. With this advantage of reduced number of computing stages, the number of complex multiplications and additions that are required to be performed the N point DFT also reduces. Radix-4 algorithm also requires less area and time compared to Radix-2 algorithm.

The rest of this paper is organized as follows: Section (2) describes existing traditional system. Next in Section (3) the Proposed Radix-4 DIF FFT algorithm is discussed. In Section (4) Parallel architecture is discussed and in next Section (5) Complex Multiplier is discussed. In Section (6) Simulation result is given and then we conclude the paper in Section (7).

2. Existing System

The existing traditional system computes DFT using Radix-2 FFT algorithms. In the Radix-2 FFT, base is equal to 2 and representation is \( 2^v \) where \( v \) represents the number of stages. It consist of two types of decimation domains, they are decimation in time and decimation in frequency. In Radix-2 FFT algorithms, the core butterfly structure takes two inputs and produces two outputs and outputs are arranged in bit reversal order. The number of stages are \( 2^{v-1} \) and each stage can be divided as \( (N/2)^v \). Each stage includes a twiddle factor which is given below.

\[ \text{Twiddle Factor} = \exp (-j2\pi kn/N) \]

In Radix-2 FFT, the total computational load is \( N/2\log_2 N \) complex multiplications and \( N^2\log_2 N \) complex additions.

3. Proposed Radix-4 DIF FFT Algorithm

The Radix-4 DIF FFT algorithm breaks N-point data samples into N/4 point data samples, then into N/16 point a so on. This iterative breaking down of data samples finally lands into a four data point computation which is termed as basic butterfly structure. Fig (1) shows the basic butterfly
architecture. In DIF operation principle, Radix-4 FFT inputs are in normal order and outputs are in digit reversed order. At the input side, samples are taken from time domain index which are processed with butterfly and twiddle factor and then produces output in frequency domain samples.

\[
\sum_{n=0}^{N-1} x(n)W_N^{nk} = \sum_{n=0}^{N/4-1} x(n)W_N^{nk} + \sum_{n=N/4}^{3N/4-1} x(n)W_N^{nk} + \sum_{n=2N/4}^{3N/4-1} x(n)W_N^{nk} + \sum_{n=3N/4}^{N-1} x(n)W_N^{nk}
\]

\[
\begin{align*}
X(k) &= \sum_{n=0}^{N-1} x(n)W_N^{nk} \\
&= \sum_{n=0}^{N/4-1} x(n)W_N^{nk} + \sum_{n=N/4}^{3N/4-1} x(n)W_N^{nk} + \sum_{n=2N/4}^{3N/4-1} x(n)W_N^{nk} + \sum_{n=3N/4}^{N-1} x(n)W_N^{nk} \\
&= \sum_{n=0}^{N/4-1} [x(n) + x(n + N/4)]W_N^{nk} + x\left(n + \frac{N}{4}\right)W_N^{(N/4)k} + x\left(n + \frac{3N}{4}\right)W_N^{(3N/4)k} \tag{2}
\end{align*}
\]

Then the above equation can be divided into N/4-point DFTs as shown below

\[
X(4k) = \sum_{n=0}^{N/4-1} [x(n) + x(n + N/4)]W_N^{nk} + x(n + N/4)W_N^{nk} \\
X(4k+1) = \sum_{n=0}^{N/4-1} [x(n) - jx(n + N/4)]W_N^{nk} + jx(n + N/4)W_N^{nk} \\
X(4k+2) = \sum_{n=0}^{N/4-1} [x(n) - x(n + N/4) + x(n + 3N/4)]W_N^{nk} + x(n + 3N/4)W_N^{nk} \\
X(4k+3) = \sum_{n=0}^{N/4-1} [x(n) + jx(n + N/4) - x(n + 3N/4)]W_N^{nk} + jx(n + 3N/4)W_N^{nk} \tag{3}
\]

Each N/4-point is a sum of four input sample such as \(x(n), x(n+N/4), x(n+2N/4)\) and \(x(n+3N/4)\) are multiplied with by \(+1, -1, j\) and \(-j\). The sum is multiplied by a corresponding twiddle factor \((W_0^0, W_1^1, W_2^2, \text{and } W_3^3)\).

The above expressions are the basic building blocks of Radix-4 FFT algorithm. From above fig (1), it can be shown that each radix-4 FFT butterfly requires 3 complex multiplications and 8 complex additions. This process is repeated again and again until the resulting sequence are reduced to one point sequence. Generally the number of stages required for the computation of N point DFT is \(\log_2 N\). Thus the total number of complex multiplications are \(3*(N/4)\log_2 N\) and additions are \(8*(N/4)\log_2 N\). We can see that these computations are very less in comparison to Radix-2 FFT algorithm.

### 4. Parallel Architecture

The below fig (2) shows the overall parallel architecture

\[\text{In} \rightarrow \text{R1} \rightarrow \text{B1} \rightarrow \text{R2} \rightarrow \text{B2} \rightarrow \text{Out}\]

It mainly consists of a Register1 (R1), Butterfly1 (B1), Register2 (R2) and Butterfly2 (B2). This approach would mean that all butterfly computations can be performed in parallel. All butterfly computation in a stage is performed in parallel and then at the end of the stage, the results are gathered. Now all nodes perform computation on the result of the first stage in parallel and output of the second stage are gathered again and so on.

Once all the computations of all the butterflies of stages are over, the memory locations can be freed. Then the same butterfly structures can be reused for the next computations of the next stage. This is an important structural advantage as the memory used for the first stage is getting reused for the next stage. Hence this uses very less resources in terms of hardware point of view.

As we can see in the simulation result that the original output of FFT and our proposed parallel architecture gives the same output for a sinusoidal signal input signal. But at the same time our proposed work takes fewer amounts of resources giving the same results for high speed real time signal processing applications.

### 5. Complex Multiplier

Complex Multipliers used in the hardware language such as Verilog is a high performance, optimized digital structures. All operands and the results are represented in signed two’s complement format. The operand width and design widths are customizable. The complex multipliers have two basic architectures to implement complex multiplication.

Given the two complex operands \(a = a_r + ja_i\), \(b = b_r + jb_i\), the output is \(p = ab = p_r + jp_i\). Direct implementation requires four real multiplications:

\[
p_r = a_r b_r - a_i b_i \\
p_i = a_r b_i + a_i b_r
\]

By exploiting that

\[
p_r = a_r b_r - a_i b_i = a_r (b_r + b_i) - (a_i + a_r) b_i \\
p_i = a_r b_i + a_i b_r = a_r (b_r + b_i) + (a_i - a_r) b_i
\]
A three real multiplier solution is devised, which trades off one multiplier for three pre-combining adders and increased multiplier word length.

6. Simulation Result

For the simulation work, we have taken 256 point data samples from two sinusoidal signals. We have done simulation of parallel Radix-4 FFT architecture in Matlab as well as Verilog. Fig (3) describes the simulation results of both Matlab and Verilog. Clearly we can observe that the Matlab simulation result and Verilog simulation result is exactly same.

7. Conclusion

This proposed method describes a Radix-4 FFT algorithm using Parallel architecture. As seen from the simulation results both Matlab and Verilog achieves same result very accurately. Radix-4 FFT algorithm utilize less complex multipliers and additions than the Radix-2 FFT. And by using parallel architecture, the resources utilized are less than the conventional FFT architectures. This algorithm is very useful where there is a stringent requirement for the more number of Radix-4 FFT algorithm cores to be implemented in real time such as Radar Signal Analysis in defence applications.
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