
International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Index Copernicus Value (2013): 6.14 | Impact Factor (2013): 4.438 

Volume 4 Issue 8, August 2015 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

Multi Video Processing on Embedded Platform 
 

Prasannakumar M Vaggi 
 

Department of Electronics & Communication Engineering, Nitte Meenakshi Institute of Technology, Bangalore, India 

 

 

Abstract: While we have applications available for processing still images on embedded platforms, there are none available for video 

processing, that too in real time!! Video processing requires good amount of memory as well as processing power. With IoT is set to 

become a reality soon, it is envisaged that video processing would also become a basic requirement for embedded systems. Coming to the 

aid of embedded systems designers and developers nowadays is the availability of powerful 32 / 64 bit MCUs with on-chip floating point 

and DSP support as well as significant amount of RAM memory. Further, a number of OS with small foot print yet with required drivers 

for interfacing different types of cameras and displays and also optimized libraries are available in the form of open source for video 

processing embedded applications development. This papers deals with the implementation of video processing functionality for 

embedded systems. Various ARM processor based boards and flavors of Linux were evaluated and, Raspberry Pi B+ board running the 

Raspbian OS was chosen as the platform for the implementation. A 3.2” TFT touch screen was identified as the display. The software 

application implemented incorporates an algorithm for processing the real-time video stream captured from a camera that was 

interfaced to the embedded platform. The work involved study with various resolutions, frame rates and angles for rotation as well as 

compression of the video frames so as to analyze capabilities of the 700MHz ARM application profile processor of the platform. 
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1. Introduction  
 

In the present world, embedded systems play a very 

important role. Embedded systems are used to perform 

various tasks and make our life easy. The heart of the 

embedded systems is the microprocessor which is tiny and 

complicated electronic circuit which also contains the core 

features of the computer and is fabricated as an IC. 

Embedded systems comes in many forms. Embedded 

systems are very common in home, automobiles, 

workplaces, PDA’s etc. one of such embedded device is the 

mobile phone. Mobile can perform a wide variety of tasks 

with a single processor, from answering a call to data 

communication through the internet. Along with the 

communication application, mobiles are also capable of 

performing image and video processing. Processing the 

video frames in real time is a less attempted application in 

the embedded platform as it is computationally intensive. On 

the other hand with the IoT gaining importance, image and 

video processing on embedded platform will become a 

major requirement. 

 

Image processing is a very popular topic in Research and 

Development. Image processing involves treating an image 

as a 2D signal and applying a set of signal processing 

techniques to that image. The image capturing was an add-

on application used in the mobile devices. Later it went on to 

be the most required specification of mobiles. In image 

processing, a set of characteristics of the images are 

changed. Along with the image processing, video processing 

has also emerged as an important application and many 

embedded devices are adopting these applications. Video 

processing is a special case of image processing. Image 

processing deals with the changes being made on a single 

frame and video processing is performed on a stream of 

frames which when made to move faster appear as video. 

 

2. Literature Survey 
 

Author in [1] provides information of how Raspberry Pi 

evolved, the difference between the x86 and the ARM, the 

data sheet of the hardware, details about the processor, 

connecting the peripherals, memory management, 

networking concepts, configuring and troubleshooting the 

Raspberry Pi. Paper [2] provides picture of the hardware 

aspects of Raspberry Pi. The reference manual provides the 

idea about how to setup and run the board which involves 

the setting of initial interfacing and the power rating of the 

device, troubleshooting the device whenever any error 

occurs, configuring etc. Configuring is done by various 

steps. Paper [3] discusses the image and video processing 

concepts. Since image processing components are high 

power consuming and costly, this paper gave a new idea of 

developing the image processing on the embedded platform 

where ARM is used and the hardware platform and Linux is 

made to run on it. This paper also gives an idea about the 

architecture of the hardware platform used with the 

peripherals, also giving the idea about the processor to be 

used and the operating speed for the image processing 

application. Paper [4] provides the basics of the image and 

video processing. Image processing is the way of examining 

the images in order to identify the objects and judge their 

significance. Processing is made on the data that is extracted 

from the image and various kinds of changes are made on 

the images such as detecting, identifying, classifying, 

measuring and evaluating the significance of the objects, 

their pattern and the relationship. Author in [5] deals about 

using Raspberry Pi and OpenCV to develop an application 

for the CCTV during the night, An IR camera was used for 

the surveillance. In order to have a low cost system, 

Raspberry Pi was used and OpenCV library package was 

used for graphic processing. Here Raspberry Pi and OpenCV 

handles the image and the video processing and also data 

collected is shared with other devices using Wi-Fi 

connectivity. The system uses a webcam, which 

continuously captures the video frames and sends the frames 

to the processor for processing. 

 

3. Proposed System 
 

The video processing application uses Raspberry Pi as the 

core hardware and Raspbian which is a flavor of Linux 
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running on it. Video capturing is performed by using a 

webcam that is connected to one of the USB ports. The 

webcam is capable of capturing 30 frames per second and 

the captured video frames are displayed on the touch screen 

that is connected to the GPIO pins. There are 40 GPIO pins 

available on the Raspberry Pi B+ model and out of which 26 

pins are used to interface the touch screen to the Raspberry 

Pi board. The touchscreen used is a 4 wire resistive type, 3.2 

inches TFT touch screen with the resolution of 320 x 240. 

The operating system is loaded on the SD card that is placed 

on the SD card slot of the board. 

 

When the system is initialized to perform video processing, 

the camera is turned on and it captures the frames at the rate 

of 30 fps. Video processing algorithm is applied on the 

captured frames and in real time. In order to change the 

operation being performed the on video frames, the events 

are given though the touch screen. As the values of the 

coordinates of the touch screen are changed, video frames 

captured in real time are rotated in clock wise and anti-clock 

wise and also resized by performing zoom in and zoom out. 

 

4. System Architecture 
 

 
Figure 1: Block diagram of the proposed model 

 

SD card containing the operating system is placed in the SD 

card socket. The keyboard and mouse are used for 

programming purpose which is connected to the hardware 

platform through USB. Webcam is connected via USB port. 

Touch screen display is mounted directly on the GPIO pins. 

The remaining pins are left as it is and hence no connections 

are made. Upon doing these initial connections the hardware 

is powered through the Nano USB port. The operating 

system takes some amount of time to boot and check 

whether all the interfaces are working fine. The system can 

be connected to the internet through the Wi-Fi adaptor via 

USB port. There is also an Ethernet port through which the 

system can be connected to the internet but having a wireless 

system is more advantages compared to wire. 

 

 
Figure 2: Functional block diagram of the proposed model 

 

 

 
Figure 3: Overview of the model 

 

The initial steps involve the powering up the Raspberry Pi. 

The OS takes some amount of time for booting in order to 

check the interfaces are working fine. After the boot is done, 

the video processing source code is run. The camera module 

starts capturing the frames and sends these frames to the 

processor and will be displayed on the touch screen display. 

If the screen is not touched then no further processing is 

done by the processor, it will display the captured frames on 

the screen. If the user touches the screen then the hardware 

performs the processing with the help of the graphic library 

and adds the changes to the captured video frames and 

displays them on the screen. Processing of the video frames 

includes rotating the image in clockwise and anti-clockwise 

and resizing. The resizing function includes the resizing of 

the window in which the frames appear or resizing the 
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frames directly and keeping the window size constant. There 

are many ways to rotate and resize videos and prominent 

among them are affine transformation technique and 

interpolation technique. The processing of the video frames 

is performed upon the events that are given to the processor 

through the touch screen. The processing and displaying of 

the video frames in real time involve some amount of delay. 

The delay is in some milliseconds; however this can be 

reduced to some fair amount of time by doing some fine 

tuning. 

 

 
Figure 4: Lab setup of the proposed model 

 

5. Results 
 

When the source code is run on Raspberry PI B+, the 

webcam starts capturing the video frames and send these 

frames to the processor. If there are no touch events sensed 

by the processor then the received frames are directly 

displayed on to the touch screen display. When the user 

touches the screen, an event is sensed by the touch screen 

controller and this change is sent to the processor. The touch 

screen display is having X and Y coordinates which are used 

to know the area touched on the screen. The source code is 

written such a way that the value of the coordinate touched 

is stored and used for the next touch operation. If the value 

of the coordinate increases or decrease then there will be 

change in the processing of the video frames based on the X 

and the Y co-ordinates. 

 
Figure 5: The original frame 

 

 
Figure 6: Rotated frame in clockwise direction when x=346 

and y=1623 co-ordinates are touched 

 

 
Figure 7: ROTATED FRAME IN ANTI-CLOCKWISE 

DIRECTION WHEN X=346 AND Y=861 CO-

ORDINATES ARE TOUCHED 

 

 
Figure 8: RESIZED (zoom-in) frame when x=1237 and 

y=1504 co-ordinates are touched 
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Figure 9: RESIZED (zoom-out) frame when x=389 and 

y=423 co-ordinates are touched 

 

6. Future Work 
 

The proposed paper is basically for single touch and this can 

be further improved to multi touches to perform various 

kinds of processing on the video frames. Also the coding can 

be improved to perform the processing on a particular area 

on the video frames on the screen such as drawing a circle 

on screen which can perform the operation of zoom in that 

perticular region, that is circled. The application can also be 

implemented on the capacitive touch screen which will 

improve the sensitivity of the touch. The application can be 

built on Android platform so that a mobile app can be 

developed for video processing particularly. This proposed 

applications can be used for various other kinds of projects 

in the field of survillence system, medical application, 

military applications,space application i.e in satellites and 

industrial automaton. 

 

7. Conclusion 
 

In this paper I have proposed a novel video processing 

application using a touch screen for mobile phones and other 

pesonal assistane deices which are capable of capturing 

videos. The source code includes the code for the touch 

events from the touch screen which are processed by the 

touch screen controller and sent to Raspberrry Pi processor 

and the video processing code. Because of lack of the 

resources such as the processing power and memory 

requirement, the processing of video frames was limited 

only to perform the rotation and resizing the frames in real 

time. Some amount of delay is observed in the processing of 

the video frames and this is reducing by optimizing further 

the video processing function and fine tuning the code. 
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