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Abstract: The Weather Research and Forecasting model (WRF) is a simulating system developed for atmospheric weather prediction. WRF model is used for both operational as well as research purposes. The need for accurate weather and climate simulation to be carried out in shorter time is increasing day by day, which leads to the acceleration of existing Numerical Weather Prediction (NWP) system. This paper gives a brief review of implementation of WRF model on Graphical Processing Units (GPUs). The works done in last few years are compared, which shows that the GPU implementation is feasible and worthwhile for accelerating the performance of WRF model. The GPU implementation can be done in two ways i.e. using CUDA or by using OpenCL. The OpenCL implementation of WRF model gives the option of platform portability. The CUDA implementation of a single module of WRF i.e. WRF Single Moment-5 (WSM5) gives the speedup of 1.3x for the whole WRF model. OpenCL implementation is done for another modules named scalar advection module, which shows the speedup of 7x for the whole WRF model.
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1. Introduction

The science of meteorology explains apparent climate events. A book named Meteorological was written by a Greek philosopher Aristotle in 340 B.C which explains the weather at that time. The book covered the various topics including rain, clouds, snow, thunder, hurricanes and hail. Meteorology arose as a genuine natural science in 18th century after the weather instruments were invented. [2]

Weather forecasting is one of the most important applications of meteorology. It requires quantitative data about the current atmospheric state. In year 1654, Ferdinando II del Medici established first weather observing network which included atmospheric measurements like humidity rain and wind [3]. In 1904, Bjernes introduced the concept of Numerical Weather Forecasting, but it became feasible after the advancement of computers. Numerical Weather Forecasting uses the equations of fluid dynamics and thermodynamics for the estimation of future state of the atmosphere. The whole area is converted into 3D grid by the weather models. Laws of physics, fluid motion and chemistry are used with differential equations to model weather. These models are used to calculate humidity, solar radiation, winds, surface hydrology and heat transfer for each grid cell. [1]

Nowadays powerful supercomputers are used for numerical weather forecasting. The parallelization of weather forecasting became effective with the advent of Graphical Processing Unit (GPU). GPUs are capable of running thousands of concurrent threads. Layers of concurrency between threads with fast context switching are used in GPUs to hide the memory latency. GPUs also have large and dedicated read/write and real-only memories to provide bandwidth needed for high floating-point compute rates. [4]

The weather research and forecasting model (WRF) is a simulation system developed for atmospheric weather prediction. It is designed for both the operational as well as research purposes. WRF was first released in the year 2000, is now became the most widely used weather research model in the world. Currently, WRF is used by National Oceanic and Atmospheric Administration (NOAA). WRF Single Moment 3 (WSM3) is one of the modules of WRF. This scheme predicts the three categories of hydrometer: cloud water/ice, rain/snow and vapour. When the temperature is above freezing point, it assumes rain and cloud water, and when the temperature is below freezing point, it assumes snow and cloud ice. This scheme is computationally efficient for the inclusion of ice processes, but lacks super cooled water and gradual melting rates. [5]

2. Literature Survey

Vilhelm Bjerknes is a Norwegian physicist who published a paper in 1904, suggesting that weather forecasting is possible by solving nonlinear partial differential equations. His work is further improved by a British mathematician, Lewis Fry Richardson. Richardson concluded that 64,000 human “computers” were needed around the globe to predict weather conditions. After several decades these human “computers” were replaced by a single machine, and that first computer was developed by John von Neumann.

It is noted that from more than 50 years, the performance of the numerical weather prediction models have been improved with the help of exponential increase in processors power. Recently in 2007, in [6], 15,000 Blue Gene processors of IBM are used for weather simulation. In this simulation, 5km resolution hemisphere was covered with the problem size of 2 billion cells, which yields to weak performance scaling. This drawback is eliminated by John Michlakes and Manish Vachharajani in 2008

GPU and Numerical Weather prediction

In 2008, John Michlakes and Manish Vachharajani published a paper introducing the collaboration of GPU with the Numerical Weather forecasting. They used NVIDIA’s 8800 GTX GPU for the acceleration of weather prediction.
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First question arises is that which part of the model should be accelerated for better improvement of the whole model. In their case, they found that WSM5 is the highly computational intensive module in WRF. In a single invocation, 2400 fp multiply-equivalent operations are required in WSM5. As the WRF model is originally implemented in Fortran90, they ported the WSM5 module on Compute Unified Device Architecture (CUDA).[1]

**Parallelisation.** In WRF, the whole atmosphere in a particular geographical region is represented with the help of 3-Dimensional grid as shown in figure 1.

![Figure 1: Dependencies in Z direction](image1)

The Cartesian Coordinate system in this grid is equally spaced in horizontal directions x and y. The third dimension z shows the vertical level in a pressure based terrain following coordinates. In the column physics, the computations are processed along vertical access i.e. z axis. So, this shows that the x and y axis are fully independent to each other as dependencies are shown over z-axis. This shows that each column can be processed individually; this helps in the parallelisation process where each column is processed by different processors.

3. Results

The Storm of the Century (SOC) test is used to analyse the performance of the WSM5 GPU implementation. SOC covers 30km area with 27 vertical levels. It contains 115,000 cells which covers grid of 71x58 at horizontal resolution. The whole implementation is tested on different configuration for performance comparison which includes 2.8 GHz Pentium machine, 1.9 GHz Power5, and 3.0 GHz Xeon processor and GPU. Figure 2 shows the performance comparison on different platforms.

![Figure 2: Performance Comparisons](image2)

Figure 2 show that GPU accelerate the WSM5 module with more than 17x speedup. Use of GPU increased the total speedup of WRF model by the factor of 1.3x. This work is also shown in the NVIDIA official website. The statistic of NVIDIA official website is shown below, which shows that speedup is 1.25x.

![Figure 3: WRF acceleration using CUDA](image3)

4. Implementation of WDM5 module on Many-Core GPU

Similar approach is done by Jun Wang, Mitchell D. Goldberg and team in 2011[8]. WDM5 is the WRF Double Moment-5 module of WRF model, which is used to predict mixing ration of hydrometeors and their concentrations for warm rain species including rain and clouds. Jun Wang and team published a paper in 2011, in which they ported the original Fortran code of WDM5 on the highly parallel CUDA C program.

Analysis. The experiments were performed on NVIDIA Fermi personal supercomputer with 2048-cores and 3.20GHz Intel core i7 970 CPU with 12 cores and two NVIDIA GeForce GTX 590 GPUs. The specifications are shown in table below:

---
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With the above specifications and CUDA implementation of WDM5 module, the total speedup obtained over the CPU based single threaded code was up to 147x with asynchronous data transfer. The results are shown in the table below:

### Table 2: Speedup results of WDM5 using Asynchronous Data Transfer

<table>
<thead>
<tr>
<th></th>
<th>Asynchronous+ Non-coalesced</th>
<th>Asynchronous+ coalesced</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU time (ms)</td>
<td>19341</td>
<td>19241</td>
</tr>
<tr>
<td>GPU+IO (ms)</td>
<td>131</td>
<td>160</td>
</tr>
<tr>
<td>Speed up with I/O</td>
<td>147x</td>
<td>121x</td>
</tr>
</tbody>
</table>

This work can be further improved with the scalable implementation on GPU.

### 5. Improved GPU implementation of Numerical Weather prediction

As discussed earlier, Michlakes and Manish Vachharajani implemented the WSM5 module of WRF model on GPU; the improvements are done on this implementation in 2012 by Jarno Mielikainen and team [9]. They also implemented the WSM5 Fortran module in CUDA, but with some improvements. Some improvements includes that they scalarized more temporary arrays. The use of coalesced memory access is one of the most important improvements. Another improvement done by them is the use of asynchronous memory transfer. This implementation achieved the speedup of 206x with I/O and 389x without I/O using a single GPU. Earlier the speedup was 17x only. The speedup without I/O increases linearly with the increase in number of GPUs. Maximum number of GPUs used here are 4, which shows the speedup of 1556x. Thus, this shows that GPU implementation is the feasible way to accelerate the Weather Research and Forecasting Computation.

All these researches are done by implementing different modules of WRF on GPU using CUDA.

### 6. Implementation of WRF on GPU using OpenCL

So far we have seen the implementation of WRF model on GPU using CUDA, and we also conclude that the GPU implementation is the feasible way to accelerate the performance of the WRF model. So, now a question arises that, what else we can do to optimize the GPU implementation of WRF model?

In [10], a comprehensive performance comparison of CUDA and Open Computing Language (OpenCL) is done. Like CUDA, OpenCL is also a parallel programming framework used to write programs which are executed on different heterogeneous platforms which consists of CPUs, GPUs, digital signal processors (DSPs) and other processors. It has been adopted by Intel, Qualcomm, Apple, Advanced Micro Devices (AMD), NVIDIA etc.

The authors have concluded that OpenCL can be a good alternative to CUDA. It is inconvenient for programmers that every programming framework has different application development methods. The programmers are forced to learn the new languages which quickly become outdated. So, this leads to the establishment of OpenCL, which gives the programmers a freedom to use various platforms to implement their parallel programs. While comparing the performance of CUDA and OpenCL, performance of CUDA is slightly better than OpenCL, but OpenCL gives the power of portability, which is most important. So, from this it can be concluded that OpenCL can be a good alternative of CUDA for GPU implementation of WRF model.

This approach is implemented by Wim Vanderbauwhede and Tetsuya Takemi in the year 2013 [11]. The authors have done the profiling of WRF model and analysed that physics and dynamics modules are together taking more than 85% of total running time. As previously in [1], works are done on physics module, the authors have choose the dynamic module, so they choose the scalar advection module to port on OpenCL. After porting to OpenCL, the compute performance of the ported code is compared with the original WRF code on Intel CPU and the code is compiled with PGI compiler. The results show that the GPU implemented code shows the speedup of 7x. Previously, in [1], the speedup was 1.3x approx. The results show that only porting the original code to OpenCL, gives the significant speedup in the multicore CPU environment, without using any GPU.

So, for the future work, we can say that, implantation of different modules of WRF model on GPU using OpenCL can also be feasible. Further, we can think of implementing different physics modules in OpenCL to get better speedup.

### 7. Conclusion

This paper gives a brief review of work related to the GPU implementation of Weather Research and Forecast model. From the work done in past few years, it can be concluded that GPU implementation is a feasible way to accelerate the performance of WRF model.

The GPU implementation using CUDA and OpenCL both are feasible and worthwhile. On the basis of performance, the performance of CUDA is slightly better than OpenCL, but the limitation in CUDA code is the lack of portability. CUDA codes can be executed on NVIDIA GPU cards only. This makes the OpenCL implementation more preferable. OpenCL programs can be run on various platforms. For the future work we can think of implementing the different modules of WRF on GPU using OpenCL.
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