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Abstract: Cloud computing has been widely adopted by the industry due to its ease of use and simple service oriented model. The 

number of users accessing the cloud services keeps on increasing day-by-day. In such a situation, load balancing is one of the complex 

challenges in cloud computing which is required to distribute the dynamic workload across multiple nodes because prediction of user 

request arrivals on the server is not possible. Load balancing in the cloud computing environment has an important impact on the 

performance. Good load balancing makes cloud computing more efficient and responsive. Cloud partitioning is an optimal approach 

in public cloud for load balancing. In this paper, we are trying to implement a better load balance strategy for the public cloud using 

the cloud partitioning concept to improve the performance in the public cloud environment. 
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1. Introduction 
 

Cloud computing is a fast growing area in computing 

research and industry today. Cloud computing is a computing 

paradigm, where a large pool of systems are connected in 

private or public networks, to provide dynamically scalable 

infrastructure for application, data and file storage. It uses 

internet and central remote servers to maintain data and 

application. A Cloud system consists of three major 

components such as clients, datacenter, and distributed 

servers [3][12]. 

 

Cloud computing provide infrastructure, platform, and 

software as services. These services are using pay-as-you-use 

model to customers, regardless of their location. Cloud 

computing is a cost effective model for provisioning services 

and it makes IT management easier and more responsive to 

the Changing needs of the business. Today, network 

bandwidth, less response time, minimum delay in data 

transfer and minimum data transfer cost are main challenging 

issues in cloud computing load balancing environment [4][7]. 

 

Load balancing is a process of reassigning the total load to 

the individual nodes of the collective system to make 

resource utilization effective and to improve the response 

time of the job, simultaneously removing a condition in 

which some of the nodes are overloaded while some others 

are under loaded [17]. Also, load balancing is a relatively 

new technique that facilitates networks and resources by 

providing a maximum throughput with minimum response 

time. Proper load balancing can help in utilizing the available 

resources optimally. Load Balancing is done with the help of 

load balancers where each incoming request is redirected and 

is transparent to client who makes the request [20]. 

 

With the advancement of the Cloud, there are new 

possibilities opening up on how applications can be built and 

how different services can be offered to the end user through 

virtualization, on the internet. There are the cloud service 

providers who provide large scaled computing infrastructure 

defined on usage, and provide the infrastructure services in a 

very flexible manner which the users can scale up or down at 

their own will. The establishment of an effective load 

balancing algorithm and how to use cloud computing 

resources efficiently for effective and efficient cloud 

computing is one of the cloud computing service provider’s 

ultimate goals [15][19]. 

 

In this paper, firstly we are tried to propose a better load 

balance strategy for the public cloud using the cloud 

partitioning concept which could help to improve the 

performance of the cloud. Secondly, a dynamic load 

balancing algorithm has been implemented for an IaaS 

framework in virtual cloud computing environment. 

 

Limitations of Existing System:  

• Static schemes do not use the system information and 

cannot be applicable in real time. 

• Only one main server is present to handle all the coming 

requests. If it gets overloaded due to large number of requests 

and if the request is coming for the same cloud server, the 

request will have to wait for response from the server until 

the server load gets minimized, which will cause latency 

problem. 

 

Different research papers were studied related to load 

balancing in the cloud where numerous proposed load 

balancing algorithms have been compared on the basis of 

their advantages. But every research paper has some 

limitation as there is no single dynamic strategy which can 

deal with different load balancing situations at runtime and 

more work need to be done to reduce the response time of 

jobs. So, we will try to overcome some of the limitations of 

existing system. 
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2. Proposed Work 
 

The load balancing model given in this article is aimed at the 

public cloud which has numerous nodes with distributed 

computing resources in many different geographic locations. 

Users request from all over the globe in huge numbers 

simultaneously; so it becomes very difficult to manage such a 

large cloud. For simplicity, this work divides the public cloud 

into several cloud partitions. Thus, the load balancing 

strategy is based on the cloud partitioning concept. After 

creating the cloud partitions, the load balancing starts: when 

a job arrives at the system, then the main balancer decides 

which cloud partition should receive the job. Then partition 

cloud and the main cloud both execute the incoming jobs. 

 

3. Implementation 
 

To handle the random selection based load distributed 

problem, we have used a dynamic scheduling algorithm i.e. 

dynamic round robin and estimated response time and 

processing time, which is having an impact on performance. 

We are using the following techniques: 

1. Cloud Partitioning  

2. Dynamic Round-Robin Technique for load balancing  

Flow diagram of the system 

 
Figure 1: Flow diagram 

Modules Description: Our proposed work is divided into 

the following modules: 

1. User Module 

In this module, users will be having authentication and 

security to access details which are presented in the ontology 

system. The users can perform a number of activities during 

their visit to the cloud. Before accessing or searching the 

details user should have the account in the system otherwise 

they have to get register first by filling the registration form. 

 

 

2. Admin Module 

This module is focused on load balancing. As the number of 

users grows on the server, the model will provide ways to 

divide the public cloud into more locations as clouds servers. 

Admin can add or edit a particular server with its id, name, 

and location name and location description and most IP 

address. The load balancing module also provides load 

information under load tables which keeps the information of 

servers as server name, server URL, current load on the 

servers i.e. number of jobs and status as ideal, normal or 

busy. In short, this module provides a way to add new 

servers, provide current status of each server as idle, normal 

and busy, number of jobs in the queue, and the job response 

time and execution time. In GUI for system, there is a dialog 

box for admin to access the server. 

 

3. File sender and Receiver 

This module is focused on file sending and receiving. It works 

with the help of RMI technology in java. It is used to 

continuously send the file to the server from the client side in 

order to generate sufficient load on the server to balance it 

among the partition servers. 

 

Generalized System Architecture 

 

 
Figure :System Architecture 

 

I. Dynamic Round Robin algorithm-1 for main cloud 

Step 1: Start 

Step 2: Read: Jobs arrive at the main controller 

Step 3: Receive the jobs 

Step 4: Execute the jobs 

Step 5: Repeat  

Step 6: End 

 

II. Dynamic Round Robin algorithm-2 for main cloud and 

partition cloud 

Step 1: Start 

Step 2: Read: Jobs arrive at the main controller 

Step 3: Receive the jobs 

Step 4: Divide the jobs by N number of servers 

Step 5: Schedule the first part for the first server 

Step 6: Schedule the second part for the second server  
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Step 7: Schedule the last part on the N
th

 server 

Step 8: Execution of jobs 

Step 9: Repeat  

Step 10: End 

 

Steps for status evaluation 

Three server load status levels are defined as: 

• Idle :- When Load _degree (N) > 0 

• Normal :- For0 <Load _degree (N) ≤ Load_degreehigh 

• Busy :- When Load_degreehigh ≤ Load _degree(N) 

Where load_degree limit is set by the load balancer 

 

4. Result Analysis 
 

As part of the implementation work, two virtual clouds are 

created on separate systems on the basis of IP addresses 

sharing common database and application. The main 

controller i.e. cloud1 receives these jobs and sends them to 

the load balancer which splits the jobs and distributes it 

among the main cloud and the partition cloud for execution. 

According to the partition load, the status of partition is 

calculated as idle, normal or overloaded. The execution time 

and the response time were calculated at both the servers for 

the incoming jobs. Also, a separate batch of jobs was sent to 

the main server for comparing the results of cloud 

partitioning method and the execution time and the response 

time were calculated separately. 

 

Table 1: Server performance result table 

Connected 

servers 
Total jobs 

 Response Time 

(in millisec) 

Execution Time 

(in millisec) 

Server 1 30 52 33 

Server 2 30 20 32 

Main server 60 26 64 

 

Table 2: Server Status table 

Server Total 

jobs 

Jobs executed Jobs remaining Server status 

Server1 30 05 25 Busy 

Server2 30 27 03 Idle 

 

The data, thus collected was used to plot a runtime graph 

consisting of number of jobs, response time and execution 

time of the jobs for the two partitioned clouds as well as for 

the single cloud. 

 

 
Figure: Server Performance Graph 

It was estimated that the single server became very busy with 

the execution of all the queries whereas with partitioning 

method, the server did not get overloaded with continuous 

load and also it did not crash. Also, better response time and 

execution times were obtained in partitioning method. Thus, 

the overall estimated performance of the system was better 

with cloud partitioning as compared to execution of jobs on a 

single cloud for our simulation model. 

 

5. Conclusion & Future Scope 
 

Cloud Computing is a vast and popular concept in the 

modern age and load balancing plays a very important role in 

case of Clouds. Cloud partitioning is a method to make 

partitions of huge public cloud in some segment of cloud. 

There is a huge scope of improvement in this area. This 

model demonstrated the applicability of using cloud 

partitioning method and then using Dynamic Round Robin 

algorithm for load balancing to obtain measurable 

improvements in resource utilization and availability of 

cloud-computing environment and increase the business 

performance in cloud based sector. According to the partition 

load, status of partition is calculated. Other load balancing 

strategy can give better results and improve the performance.  

 

So, tests are needed to compare different load balancing 

strategies. Many tests are needed to guarantee system 

availability and efficiency. A better framework will be 

needed for cloud division methodology. 
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