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Abstract: One fundamental issue in today's Online Social Networks (OSNs) is to give users the ability to control the messages posted 

on their own private space to avoid that unwanted content is displayed. Up to now, OSNs provide little support to this requirement. To 

fill the gap, in this paper, we propose a system allowing OSN users to have a direct control on the messages posted on their walls. This 

is achieved through a flexible rule-based system that allows users to customize the filtering criteria to be applied to their walls, and a 

Machine Learning-based soft classifier automatically labeling messages in support of content-based filtering. 
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1. Introduction   
 

1.1 Purpose of the Project 

 

The aim of the present work is therefore to propose and 

experimentally evaluate an automated system, called Filtered 

Wall (FW), able to filter unwanted messages from OSN user 

walls. We exploit Machine Learning (ML) text categorization 

techniques to automatically assign with each short text 

message a set of categories based on its content. The major 

efforts in building a robust short text classifier are 

concentrated in the extraction and selection of a set of 

characterizing and discriminate features. The solutions 

investigated in this paper are an extension of those adopted in 

a previous work by us from which we inherit the learning 

model and the elicitation procedure for generating pre-

classified data.  

 

1.2 Problem Definition 

 

We believe that this is a key OSN service that has not been 

provided so far. Indeed, today OSNs provide very little 

support to prevent unwanted messages on user walls. For 

example, Face book allows users to state who is allowed to 

insert messages in their walls (i.e., friends, friends of friends, 

or defined groups of friends). However, no content-based 

preferences are supported and therefore it is not possible to 

prevent undesired messages, such as political or vulgar ones, 

no matter of the user who posts them. Providing this service 

is not only a matter of using previously defined web content 

mining techniques for a different application, rather it 

requires to design ad-hoc classification strategies. This is 

because wall messages are constituted by short text for which 

traditional classification Methods have serious limitations 

since short texts do not provide sufficient word occurrences. 

 

1.3 Overview of the Project 

 

The aim of the present work is therefore to propose and 

experimentally evaluate an automated system, called Filtered 

Wall (FW), able to filter unwanted messages from OSN user 

walls  

We exploit Machine Learning (ML) text categorization 

techniques to automatically assign with each short text 

message a set of categories based on its content. The major 

efforts in building a robust short text classifier are 

concentrated in the extraction and selection of a set of 

characterizing and discriminate features. The solutions 

investigated in this paper are an extension of those adopted in 

a previous work by us [5] from which we inherit the learning 

model and the elicitation procedure for generating pre-

classified data.  

 

2. System Architecture 
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Figure: System Architecture 
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3. Algorithms 
  

Filtering Rules   

 

In defining the language for FRs specification, we consider 

three main issues that, in our opinion, should affect a 

message filtering decision. First of all, in OSNs like in 

everyday life, the same message may have different meanings 

and relevance based on who writes it. As a consequence, FRs 

should allow users to state constraints on message creators. 

Creators on which a FR applies can be selected on the basis 

of several different criteria; one of the most relevant is by 

imposing conditions on their profile’s attributes. In such a 

way it is, for instance, possible to define rules applying only 

to young creators or to creators with a given 

religious/political view. Given the social network scenario, 

creators may also be identified by exploiting information on 

their social graph. This implies to state conditions on type, 

depth and trust values of the relationship(s) creators should 

be involved in order to apply them the specified rules. All 

these options are formalized by the notion of creator 

specification 

 

4. Future Enhancements 
 

The development of a GUI and a set of related tools to make 

easier BL and FR specification is also a direction we plan to 

investigate, since usability is a key requirement for such kind 

of applications. In particular, we aim at investigating a tool 

able to automatically recommend trust values for those 

contacts user does not personally known. We do believe that 

such a tool should suggest trust value based on users actions, 

behaviors, and reputation in OSN, which might imply to 

enhance OSN with audit mechanisms. However, the design 

of these audit-based tools is complicated by several issues, 

like the implications an audit system might have on users 

privacy and/or the limitations on what it is possible to audit 

in current OSNs. A preliminary work in this direction has 

been done in the context of trust values used for OSN access 

control purposes [52]. However, we would like to remark 

that the system proposed in this paper represents just the core 

set of functionalities needed to provide a sophisticated tool 

for OSN message filtering. Even if we have complemented 

our system with an online assistant to set FR thresholds, the 

development of a complete system easily usable by average 

OSN users is a wide topic which is out of the scope of the 

current paper. As such, the developed Facebook application 

is to be meant as a proof-of-concepts of the system core 

functionalities, rather than a fully developed system. 

Moreover, we are aware that a usable GUI could not be 

enough, representing only the first step. Indeed, the proposed 

system may suffer of problems similar to those encountered 

in the specification of OSN privacy settings. In this context, 

many empirical studies [53] have shown that average OSN 

users have difficulties in understanding also the simple 

privacy settings provided by today OSNs. To overcome this 

problem, a promising trend is to exploit data mining 

techniques to infer the best privacy preferences to suggest to 

OSN users, on the basis of the available social network data 

[54]. As future work, we intend to exploit similar techniques 

to infer BL rules and FRs. Additionally, we plan to study 

strategies and techniques limiting the inferences that a user 

can do on the enforced filtering rules with the aim of 

bypassing the filtering system, such as for instance randomly 

notifying a message that should instead be blocked, or 

detecting modifications to profile attributes that have been 

made for the only purpose of defeating the filtering system. 

 

5. Conclusion 
 

In this paper, we have presented a system to filter undesired 

messages from OSN walls. The system exploits a ML soft 

classifier to enforce customizable content-dependent FRs. 

Moreover, the flexibility of the system in terms of filtering 

options is enhanced through the management of BLs. 

8http://apps.facebook.com/dicompostfw/ This work is the 

first step of a wider project. The early encouraging results we 

have obtained on the classification procedure prompt us to 

continue with other work that will aim to improve the quality 

of classification. In particular, future plans contemplate a 

deeper investigation on two interdependent tasks. The first 

concerns the extraction and/or selection of contextual 

features that have been shown to have a high discriminative 

power. The second task involves the learning phase. Since 

the underlying domain is dynamically changing, the 

collection of pre-classified data may not be representative in 

the longer term.  

 

The present batch learning strategy, based on the preliminary 

collection of the entire set of labeled data from experts, 

allowed an accurate experimental evaluation but needs to be 

evolved to include new operational requirements. In future 

work, we plan to address this problem by investigating the 

use of on- line learning paradigms able to include label 

feedbacks from users. Additionally, we plan to enhance our 

system with a more sophisticated approach to decide when a 

user should be inserted into a BL. The development of a GUI 

and a set of related tools to make easier BL and FR 

specification is also a direction we plan to investigate, since 

usability is a key requirement for such kind of applications. 

In particular, we aim at investigating a tool able to 

automatically recommend trust values for those contacts user 

does not personally known.  

 

We do believe that such a tool should suggest trust value 

based on users actions, behaviors and reputation in OSN, 

which might imply to enhance OSN with audit mechanisms. 

However, the design of these audit-based tools is 

complicated by several issues, like the implications an audit 

system might have on users privacy and/or the limitations on 

what it is possible to audit in current OSNs. A preliminary 

work in this direction has been done in the context of trust 

values used for OSN access control purposes [52]. However, 

we would like to remark that the system proposed in this 

paper represents just the core set of functionalities needed to 

provide a sophisticated tool for OSN message filtering. Even 

if we have complemented our system with an online assistant 

to set FR thresholds, 13the development of a complete 

system easily usable by average OSN users is a wide topic 

which is out of the scope of the current paper.  
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As such, the developed Facebook application is to be meant 

as a proof-of-concepts of the system core functionalities, 

rather than a fully developed system. Moreover, we are aware 

that a usable GUI could not be enough, representing only the 

first step. Indeed, the proposed system may suffer of 

problems similar to those encountered in the specification of 

OSN privacy settings. In this context, many empirical studies 

[53] have shown that average OSN users have difficulties in 

understanding also the simple privacy settings provided by 

today OSNs. To overcome this problem, a promising trend is 

to exploit data mining techniques to infer the best privacy 

preferences to suggest to OSN users, on the basis of the 

available social network data [54]. As future work, we intend 

to exploit similar techniques to infer BL rules and FRs. 

Additionally, we plan to study strategies and techniques 

 

Limiting the inferences that a user can do on the enforced 

filtering rules with the aim of bypassing the filtering system, 

such as for instance randomly notifying a message that 

should instead be blocked, or detecting modifications to 

profile attributes that have been made for the only purpose of 

defeating the filtering system. 

 

The development of a GUI and a set of related tools to make 

easier BL and FR specification is also a direction we plan to 

investigate, since usability is a key requirement for such kind 

of applications. In particular, we aim at investigating a tool 

able to automatically recommend trust values for those 

contacts user does not personally known. We do believe that 

such a tool should suggest trust value based on users actions, 

behaviors, and reputation in OSN, which might imply to 

enhance OSN with audit mechanisms. However, the design 

of these audit-based tools is complicated by several issues, 

like the implications an audit system might have on users 

privacy and/or the limitations on what it is possible to audit 

in current OSNs. A preliminary work in this direction has 

been done in the context of trust values used for OSN access 

control purposes [52]. However, we would like to remark 

that the system proposed in this paper represents just the core 

set of functionalities needed to provide a sophisticated tool 

for OSN message filtering. Even if we have complemented 

our system with an online assistant to set FR thresholds, the 

development of a complete system easily usable by average 

OSN users is a wide topic which is out of the scope of the 

current paper. As such, the developed Facebook application 

is to be meant as a proof-of-concepts of the system core 

functionalities, rather than a fully developed system. 

Moreover, we are aware that a usable GUI could not be 

enough, representing only the first step. Indeed, the proposed 

system may suffer of problems similar to those encountered 

in the specification of OSN privacy settings. In this context, 

many empirical studies [53] have shown that average OSN 

users have difficulties in understanding also the simple 

privacy settings provided by today OSNs. To overcome this 

problem, a promising trend is to exploit data mining 

techniques to infer the best privacy preferences to suggest to 

OSN users, on the basis of the available social network data 

[54]. As future work, we intend to exploit similar techniques 

to infer BL rules and FRs. Additionally, we plan to study 

strategies and techniques limiting the inferences that a user 

can do on the enforced filtering rules with the aim of 

bypassing the filtering system, such as for instance randomly 

notifying a message that should instead be blocked, or 

detecting modifications to profile attributes that have been 

made for the only purpose of defeating the filtering system 
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