Implementation of Real Time Driver Drowsiness Detection System
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Abstract: Today, number of accidents happen during drowsy driving on roads and are increasing day by day. It is a known fact that many accidents occur due to driver’s fatigue and sometimes due to inattention factor. This research mainly engages on maximizing the effort in identifying the drowsiness state of driver in real driving conditions. The goal of driver drowsiness detection systems is an attempt to contribute in reducing these road accidents. The secondary data collected focuses on past research on drowsiness detection systems and various methods have been used earlier for detection of drowsiness or inattention while driving. However, in this paper, a real time vision-based method is proposed to monitor driver fatigue. This research approach adopts the Viola-Jones classifier to detect the driver’s facial features. Firstly, the face is located by a Haar like feature based object detection algorithm. The face area is detected using the functions in the OpenCV library with C#.net. Secondly, eye is detected. Also the eye areas are detected by using the functions in the OpenCV library and tracking by using a template matching method. Then, the open/close state of eyes is determined, and then fatigue is determined based on the series state of eyes. The correlation coefficient template matching method is applied to derive the state of each feature on a frame by frame basis. Vision- based driver fatigue detection method is a natural, non-intrusive and convenient technique to monitor driver’s vigilance.
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1. Introduction

Generally, there are many reasons behind highway traffic accidents. Driver drowsiness is one of the major causes of serious traffic accidents. According to the National Highway Traffic Safety Administration (NHTSA) [1], there are about 56,000 crashes caused by drowsy drivers every year in US, which results in about 1,550 fatalities and 40,000 nonfatal injuries annually. The National Sleep Foundation also reported that 60% of adult drivers have driven while falling drowsy in the past year, and 37% have ever actually fallen asleep at the wheel [2]. Many of the road accidents are occur due to driver fatigue/ driver drowsiness or driver sleepiness. Sleepiness reduces the concentration, activeness, alertness and vigilance of the driver and it makes the driver to take slow decisions and sometimes no decision. Drowsiness affects the mental alertness and decreasing the driver ability to operate a vehicle safely and increasing the risk of human error that could lead to fatalities and injuries. The reasons for the fatigue related crashes are long journeys on monotonous roads, driving after eating or taking an alcoholic drink, having less sleep than normal, after taking medicines that cause drowsiness, driving after long working hours and journeys after night shifts etc. Hence there is a need to address this problem to avoid accidents by alerting the driver so that road safety can be increased.

The aim of this paper is to develop a prototype drowsiness detection system. The focus will be placed on designing a system that will accurately monitor the open or closed state of the driver’s eyes in real-time. By monitoring the eyes, it is believed that the symptoms of driver fatigue can be detected early enough to avoid a car accident.

2. Related Work

In-vehicle camera is commonly installed to realize the possible reasons of car accidents. Such a camera can also be used to detect the fatigue of the driver. Several studies related to the fatigue detection are described as follows.

Sharma et al. [3] utilized the number of pixels in the eye image to determine the eye state, open or close. Hornet et al. [4] established an edge map to locate the eyes locations and the eye state is determined based on the HSL color space of the eye image. Its accuracy is dependent on the location of the eyes. Sharma and Banga [3] converted the face image to YCbCr color space. The average and standard deviation of the pixel number in thebinarization image is computed. Then, fuzzy rules [5] are used to determine the eye state. Liu et al. [6] and Tabrizi et al. [7] proposed methods to detect the upper and lower eyelids based on the edge map. The distance between the upper and lower eyelids is then used to analyze the eye state, Besides, Dong et al. [8] and Li et al. [9] proposed methods by utilizing AAM (Active Appearance Model) to locate the eyes. Then, a PERCLOS (PERcentage of eye CLOSure) was computed to detect the fatigue. For the above methods, the locating of eye areas was easily influenced by the change of brightness. Circular Hough transform is popular method to overcome the influence of brightness. Several studies [10, 11, 12] proposed methods to locate the pupil of eyes by using circular Hough transform. Then, the eye state was analyzed according to the locations of pupils. Zhengpei calculated the ratio of eye closing during a period of time. The ratio can reflect driver’s vigilance level [13]. Wenhui Dong proposed a method to detect the distance of eyelid, and then judged the driver’s status by this kind of information [14]. Nikolaos P used front view and side view images to precisely locate eyes [15]. Edge detection and gray-level projection methods were also applied for the eyes location by Wen-Bing Horng [16]. Zutao Zhang located the face by using Haar algorithm and proposed an eye tracking method based on Unscetned Kalman Filter [17]. Abdel Fattah Fawky presented a combination of algorithms, namely wavelets transform, edge detection and YCrCb transform in the eye detection [18]. QiangJi depended on IR illumination
to locate eyes [19]. Eyes always contain two kinds of information: size of opening and duration of the different states. By analyzing the change rules of eyes in fatigue, we propose an efficient approach for driver fatigue detection.

3. Proposed System

In proposed method, first the image is acquired by the webcam for processing. The images of the driver are captured from the camera which is installed in front of the driver on the car dashboard. It will be passed to preprocessing which prepares the image for further processing by the system. Its main operations are to eliminate noises caused by the image acquisition subsystem and image enhancement using Histogram Equalization. Then we search and detect the faces in each individual frame. If no face is detected then another frame is acquired. If a face is detected, then a region of interest in marked within the face. This region of interest contains the eyes. Defining a region of interest significantly reduces the computational requirements of the system. After that the eyes are detected from the region of interest. If an eye is detected then there is no blink and the blink counter is set to ‘20’. If the eyes are closed in a particular frame, then the blink counter is decremented and a blink is detected. When the eyes are closed for more than 4 frames then it is deducible that the driver is feeling drowsy. Hence drowsiness is detected and an alarm sounded. After that the whole process is repeated as long as the driver is driving the car. The overall flowchart for drowsiness detection system is shown in Figure 1.

3.1 Face Detection

Face detection is accomplished by the Haar algorithm [20, 21] proposed by Paul Viola and Michael Jones in 2001. Due to the complex background, it is not a good choice to locate or detect both the eyes in the original image, for this we will take much more time on searching the whole window with poor results. So firstly, we will locate the face, and reduce the range in which we will detect both the eyes. After doing this we can improve the tracking speed and correct rate, reduce the affect of the complex background. Besides, we propose a very simple but powerful method to reduce the computing complexity.

i) Haar-like features:
The simple features used are suggestive approaches of Haar basis functions which have been used by Papageorgiou et al. [22]. A Haar-like feature considers affixed rectangular regions at a specific part in a detection window; each Haar-like feature expressed by two or three jointed black and white rectangles shown in figure 2. The value of a Haar like feature is the difference between the sums of the pixel values within the black and white rectangular regions. These sums are used to find the difference between regions. Then the differences can be used to classify the sub region of an image. These differences are compared against learned threshold values to determine whether or not the object appears in the region.

ii) Integral image

The simple rectangular features of an image are calculated using an intermediate representation of an image, called the integral image as in (1) . The integral images are an array which consists of sums of the pixels’ intensity values located directly to the left of a pixel and directly above the pixel at location (x,y) inclusive. Here, A[x,y] is the original image and A[x,y] is the integral image[21].

\[ A[x, y] = \sum A[x', y'] \]

\[ x \leq x', y \leq y \]  

(1)

iii) AdaBoost

Adaboost, nothing but "Adaptive Boosting ". It can be used with many other types of learning algorithms to improve their performance. Adaboost takes a number of positive and negative images features and training sets. The machine creates a set of weak classifiers of Haar-like features. It selects a set of weak classifiers to combine and that assigns lesser weights to good features whereas larger weights to...
poor features. This weighted combination gives strong classifier.

iv) Cascaded classifier
The cascade classifier consists of number of stages, where each stage is a collection of weak learners. The weak learners are simple classifiers known as decision stumps. Boosting is used to train the classifiers. It provides the ability to train a highly accurate classifier by taking a weighted average of the decisions made by the weak learners.

Each stage of the classifier shows the region defined by the current location of the sliding window as either positive or negative. Positive indicates an object was found and negative indicates no object. If the label is negative, the classification of this region is complete, and the detector shifts the window to the next location. If the label is positive, the classifier passes the region to the next stage. The detector reports an object found at the current window location when the final stage is complete, and the detector shifts the window to the next stage. The detector reports an object found at the current window location when the final stage classifies the region as positive. It is used to eliminate less likely regions quickly so that no more processing is needed. Hence, the speed of overall algorithm is increased.

3.2 Eye Detection
Images or the real time video is captured from the camera installed in front of the driver's face. This video is converted into number of frames. OpenCV face Haar-classifier is loaded. Each frame is compared with the pre-defined features of the Haar-classifiers. When the features are matched the face is detected and a rectangle is drawn around the face. Using feature extraction we estimate the position of the eyes. By comparing with the OpenCV eye-Haar classifier, the eyes are detected and rectangles are drawn around left and right eye.

i) Template Matching
Template matching is basically the two-dimensional cross-correlation of a grayscale image with a grayscale template; hence it can be used to estimate the degree of similarity between the two images. Template matching is sensitive to variation of poses. Template matching is necessary for the desired accuracy in analyzing the user’s blinking since it allows the user some freedom to move around slightly. Template matching is a technique in digital image processing for finding small parts of an image which match a template image. The normalized correlation coefficient is used to accomplish the task. This measure is computed at each frame using the following formula as in (2) below:

\[ \frac{\sum_{u,v}[f(x,y) - f(u,v)][t(x-u,y-v) - t]}{\sqrt{\sum_{u,v}[f(x,y) - f(u,v)]^2 \sum_{x,y}[t(x-u,y-v) - t]^2}} \]

Where, \( f(x,y) \) is the brightness of the video frame at the point \( (x,y) \), \( f(u,v) \) is the average value of the video frame in the current search region, \( t(x,y) \) is the brightness of the template image at the point \( (x,y) \), and \( t \) is the average value of the template image. The result of this computation is a correlation score between -1 and 1 that indicates the similarity between the open eye template and all points in the search region of the video frame. Scores closer to 0 indicate a low level of similarity, and to 1 indicate a probable match for the open eye template.

4. Software Implementation
The implementation is done by using EmguCV [23] which is an open-source image processing library for C#/.NET. EmguCV is a cross platform .Net wrapper to the OpenCV image processing library. It permit OpenCV functions to be called from .NET compatible languages such as C#, VB, VC++, Iron, Python etc..To detect human facial feature, Intel developed an Open source library used for the implementation of computer vision related programs called OpenCV/Open source computer vision). OpenCV library is used for implementation of Haar training[13]. We have used the Haar training applications in OpenCV to detect the face and eyes. This creates a classifier given a set of positive and negative samples. OpenCV is an open source computer vision library. It is designed for computational efficiency and with a strong focus on real time applications. It helps to build vision applications quickly and easily. OpenCV satisfies the low processing power and high speed requirements of our application.

5. Hardware Implementation
The basic block diagram of the system is shown in figure 1.

![Block Diagram of Driver Drowsiness Detection System](image)

5.1 ARM7 LPC 2148:
ARM stands for Advanced RISC Machines. It is a 32-bit processor core used for high end applications. The LPC2148...
microcontrollers are based on a 16-bit/32-bit ARM7TDMI-S CPU with real-time emulation and embedded trace support, that combine the microcontroller with embedded high speed flash memory ranging from 32KB to 512KB. ARM (Advanced RISC Machine) T–The Thumb 16 bit instruction set. A 128-bit wide memory interface and unique accelerator architecture enable 32-bit code execution at the maximum clock rate [4].

5.2 Relay driver-Single channel

This unit provides actual switching of external device connected to the pin of relay. The voltage of the coil of the relay is 12V. That means it will energies at minimum 12 voltage on across it. After tenderization of the coil the mechanical key present inside the relay switches to its other position and vice versa. This gives a heavy induced e.m.f. which can cost the rest of circuit to burn out but this is prevented by using a diode in parallel with the coil in opposite direction.

5.2 Webcam

A webcam is a video camera that feeds its image in real time to a computer or computer network. Unlike an IP camera (which uses a direct connection using Ethernet or Wi-Fi), a webcam is generally connected by a USB cable, FireWire cable, or similar cable. Their most popular use is the establishment of video links, permitting computers to act as videophones. The common use as a video camera for the World Wide Web gave the webcam its name. Other popular uses include security surveillance, computer vision, video broadcasting, and for recording social videos.

6. Experimental Results

We have used Open CV as a platform to develop a code for eye detection in real time. The code is then implemented on system installed with Open CV software. To detect human eyes, face has to be detected initially. This is done by OpenCV face haar cascade classifier. Once the face is detected, the location of the eyes is estimated and eye detection is done using eye Haar-cascade classifier. Hence, using the open CV, face and eyes are detected accurately and displayed on the monitor as shown in the Figure 5 (a). The larger yellow square indicates the face while smaller squares indicate the eyes.

![Figure 5 (a): Photograph showing the detected face and eyes.](image)

Once face and eyes are detected, it is checking status of eyes i.e. open or closed state of the eyes. If both eyes remain closed for successive frames, it indicates that the driver is drowsy and gives the warning signal as shown in figure 5 (b).

A fatigue detection system based on the above method was implemented by using Visual C++. At first, we fix a camera on a car in front of the driver. Then we capture some videos from 8 drivers in normal conditions. The whole input image format is 320x240 and they are in RGB color space. We have also found that the optimum distance from camera which obtained about 30cm-50cm that is very suitable for our method.

Table 1: Eye state detection for Haar Classifier method

<table>
<thead>
<tr>
<th>Videos</th>
<th>Total frames</th>
<th>HaarClassifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>189</td>
<td>Open 158</td>
</tr>
<tr>
<td>V2</td>
<td>224</td>
<td>186</td>
</tr>
<tr>
<td>V3</td>
<td>182</td>
<td>150</td>
</tr>
<tr>
<td>V4</td>
<td>211</td>
<td>178</td>
</tr>
<tr>
<td>V5</td>
<td>252</td>
<td>206</td>
</tr>
<tr>
<td>V6</td>
<td>176</td>
<td>144</td>
</tr>
<tr>
<td>V7</td>
<td>192</td>
<td>157</td>
</tr>
<tr>
<td>V8</td>
<td>222</td>
<td>184</td>
</tr>
</tbody>
</table>

Table 2: Eye state detection for Template Matching

<table>
<thead>
<tr>
<th>Videos</th>
<th>Total frames</th>
<th>Template Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>277</td>
<td>Close 28</td>
</tr>
<tr>
<td>V2</td>
<td>256</td>
<td>22</td>
</tr>
<tr>
<td>V3</td>
<td>204</td>
<td>25</td>
</tr>
<tr>
<td>V4</td>
<td>298</td>
<td>36</td>
</tr>
<tr>
<td>V5</td>
<td>348</td>
<td>44</td>
</tr>
<tr>
<td>V6</td>
<td>364</td>
<td>47</td>
</tr>
<tr>
<td>V7</td>
<td>312</td>
<td>30</td>
</tr>
<tr>
<td>V8</td>
<td>302</td>
<td>32</td>
</tr>
</tbody>
</table>
Table 3: Eye state detection for our combination method

<table>
<thead>
<tr>
<th>Videos</th>
<th>Combination of Haar and Template matching</th>
<th>Total frames</th>
<th>Open</th>
<th>Close</th>
<th>Ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td></td>
<td>363</td>
<td>327</td>
<td>18</td>
<td>90.083</td>
</tr>
<tr>
<td>V2</td>
<td></td>
<td>405</td>
<td>369</td>
<td>27</td>
<td>91.111</td>
</tr>
<tr>
<td>V3</td>
<td></td>
<td>383</td>
<td>345</td>
<td>25</td>
<td>90.078</td>
</tr>
<tr>
<td>V4</td>
<td></td>
<td>412</td>
<td>378</td>
<td>29</td>
<td>91.748</td>
</tr>
<tr>
<td>V5</td>
<td></td>
<td>420</td>
<td>384</td>
<td>11</td>
<td>91.429</td>
</tr>
<tr>
<td>V6</td>
<td></td>
<td>392</td>
<td>353</td>
<td>20</td>
<td>90.051</td>
</tr>
<tr>
<td>V7</td>
<td></td>
<td>357</td>
<td>323</td>
<td>24</td>
<td>90.476</td>
</tr>
<tr>
<td>V8</td>
<td></td>
<td>375</td>
<td>345</td>
<td>20</td>
<td>92.017</td>
</tr>
</tbody>
</table>

For every test videos, the total frames are marked in the parentheses. The number of frames with eye open and close area also marked below. The correct ratio for open eyes is computed for every test videos.

7. Conclusions

The proposed system in this analysis provides accurate detection of driver fatigue. The analysis and design of driver drowsiness detection system is presented. The proposed system is used to avoid various road accidents caused by drowsy driving and it can also help drivers to stay awake when driving by giving a warning when the driver is sleepy. And also this system used for security purpose of a driver. During the monitoring, the system is able to decide if the eyes are opened or closed. When the eyes have been closed for too long, a warning signal is issued. Image processing achieves highly accurate and reliable detection of drowsiness. This was achieved by interfacing a webcam to a PC and recording test videos and frame database under different lighting condition. The calculation speed, accuracy and robustness will be influenced by using combined algorithm.
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