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Abstract: In biological data analysis sequences discovered in laboratory experiments are not properly identified. Biologists attempt to 
group genes based on the temporal pattern of their expression levels. Clustering algorithms could provide a structure to the data. Hard 
clustering methods such as K-means or Hierarchical clustering assign each gene to a single cluster, whereas in fuzzy clustering methods 
a gene possesses varying degrees of membership with more than one cluster. Performances of both type of clustering algorithms are 
analyzed in this paper. 
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1. Introduction 

Clustering, is one of key analysis tools for gene expression 
data sets, attempts to discover groups of genes having similar 
expression patterns [1]. Elucidating the patterns hidden in 
gene expression data offers a tremendous opportunity for an 
enhanced understanding of functional genomics. However, 
the large number of genes and the complexity of biological 
networks greatly increase the challenges of comprehending 
and interpreting the resulting mass of data, which often 
consists of millions of measurements. A step toward 
addressing this challenge is the use of clustering techniques, 
which is an essential process to reveal natural structures and 
identify interesting patterns in the underlying data. Cluster 
analysis seeks to partition a given data set into groups based 
on specified features so that the data points within a group 
are more similar to each other than the points in different 
groups. Such information provides helps with EST 
identification; it is also useful, for example, when developing 
a new drug aimed at one particular protein as it is important 
to be aware of its effect on related proteins to prevent cross 
reactivity [4]. 

In this paper we consider the application of clustering 
techniques in biological sequence analysis. At present a 
significant amount of unrecognized DNA sequences exist in 
human genome. It is probable that important information 
about the human genome is hidden in these unrecognized 
sequences. Any method that can aid their identification is 
thus extremely valuable. The investigation is based on an 
inter-disciplinary approach using domain expertise. Such 
algorithms require data reduction and sampling processes to 
be performed before they can be applied. “Biologically 
interesting” clusters have been derived. 

A DNA molecule is made up of two strands, these strands 
are held together with weak bonds consisting of pairs of 
bases referred to as base pairs, bp. The order of the bases 
along each strand in any particular case is called the DNA 
sequence. 

A DNA molecule contains many genes. The human genome 
is estimated to comprise at least 100,000 genes which vary 
considerably in length. The partial sequences (termed 
Expressed Sequence Tags or ESTs) serve as markers but can 
also identify expressed genes. Such a system therefore gives 
an efficient method of identifying most human genes [1]. 
Pharmaceutical companies have enormous databases of ESTs 
of which about 30% have been identified. Computational 
tools exist that match unidentified ESTs against known 
sequences with certain similar characteristics. Nevertheless, 
these techniques do not give a clear picture of where the EST 
in question fits into the database as a whole - i.e. groups of 
sequences that are related in varying degrees. To provide 
information such as which chemical will react with what 
kind of protein, the EST data needs to be given some 
structure by clustering. 

2. Methodology and Technique 

All the clustering algorithms used here take the input data in 
matrix form, the matrix containing some numerical value. 
Numerical value is necessary because the distances between 
data objects need to be calculated. Now the problem arises 
that the DNA sequence are coded in terms of four bases a, t, 
c, and g. the data we have is in text format therefore we need 
to encode the data. 

2.1 Preprocessing EST sequence 

EST sequence data needs some preprocessing i.e. encoding 
before applying it to the clustering algorithm. There are two 
ways to encode the data binary encoding and decimal 
encoding. In binary encoding the four bases of the DNA 
sequence are represented by a two digit code, while in case 
of decimal encoding bases are represented by only one digit 
code. Binary encoding needs double space compared to 
decimal encoding system in which each of the four bases 
(a,t,c,g) are represented by only one digit thus it allows just 
double the number of attributes as in case of binary 
encoding.
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Measurement of efficiency of K-means clustering algorithm: 

To get an idea of how efficient the algorithm is or in other 
words how well-separated the resulting clusters are. You can 
make a silhouette plot. The silhouette plot displays a measure 
of how close each point in one cluster is to points in the 
neighboring clusters [2]. This measure ranges from +1, 
indicating points that are very distant from neighboring 
clusters, through 0, indicating points that are not distinctly in 
one cluster or another, to -1, indicating points that are 
probably assigned to the wrong cluster. 

From the silhouette plot, you can see that if most points in 
any particular cluster have a large silhouette value, greater 
than 0.6, then it indicates that the cluster is somewhat 
separated from neighboring clusters. A more quantitative 
way to compare the two solutions is to look at the average or 
mean silhouette values.

(A) Silhouette plot obtained after applying k-means 
algorithm to the EST sequence dataset is shown below.

Figure 2: silhoutte plot for DNA sequence dataset 

(B) Number of clusters present in this dataset is two.
(C) Silhouette value is 0.82797. 
(D) Efficiency of the algorithm is: 82.797% 

3.2.2Hierarchical clustering algorithm 
The tree is not a single set of clusters, but rather a multilevel 
hierarchy, where clusters at one level are joined as clusters at 
the next higher level. This allows you to decide what level or 
scale of clustering is most appropriate in your application. 

Results of hierarchical clustering are produced as a 
dendrogram.  

Measurement of efficiency of hierarchical clustering 
algorithm:  

Cophenetic correlation coefficient is the measure of 
efficiency of hierarchical clustering algorithm. The closer the 
value of cophenetic coefitient to one the more the efficiency 
of algorithm. In a hierarchical cluster tree, any two objects in 
the original data set are eventually linked together at some 
level. The height of the link represents the distance between 
the two clusters that contain those two objects. This height is 
known as the “cophenetic distance” between the two objects. 
One way to measure how well the cluster tree generated by 

algorithm reflects your data is to compare the cophenetic 
distances with the original distance data. If the clustering is 
valid, the linking of objects in the cluster tree should have a 
strong correlation with the distances between objects in the 
distance vector. The cophenet function compares these two 
sets of values and computes their correlation, returning a 
value called the cophenetic correlation coefficient. The 
closer the value of the “cophenetic correlation coefficient” is 
to 1, the more accurately the clustering solution reflects your 
data [3] . 

a) The dendrogram obtained after applying the hierarchical 
clustering algorithm to the EST sequence data is shown 
below. 

Figure 3: Dendrogram of EST sequence dataset 

b) The cophenet correlation coefitient is 0.80855 which 
close to 1 that means DNA sequence data is well reflected 
by hierarchical clustering algorithm. 

c) Efficiency of the algorithm is: 80.855% 
d) Maximum distance between any two objects is 18 E+58. 

3.2.3Fuzzy C-means clustering algorithm 
Fuzzy c-means (FCM) is a data clustering technique wherein 
each data point belongs to a cluster to some degree that is 
specified by a membership grade. It provides a method that 
shows how to group data points that populate some 
multidimensional space into a specific number of different 
clusters[10]. 

Fuzzy c-means assigns every data point a membership grade 
for each cluster. By iteratively updating the cluster centers 
and the membership grades for each data point, fcm 
iteratively moves the cluster centers to the right location 
within a data set. This iteration is based on minimizing an 
objective function that represents the distance from any 
given data point to a cluster center weighted by that data 
point's membership grade.  

Measurement of efficiency of fuzzy c-means clustering 
algorithm: 

The objective function should no longer be decreasing much 
at all. Graph of the objective function must not show a plot 
of decreasing value, it must go parallel to the x axis. 
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Capital O and the sign of cross shows the two cluster 
centroids. Rest of the points show the data samples. DNA 
sequence data samples are of very big size as we can see 
from the y axis value. 

Figure 4: Cluster centroids of EST Sequence dataset 

Objective function plot is shown below: 

Figure 5: Objective function plot for EST sequence dataset 

Objective function’s value is: 1.35719808 E+119. As we can 
see from the graph that graph has became parallel to the x 
axis i.e. objective function value is not decreasing much at 
all. It shows that fuzzy C-means algorithm works well for 
DNA sequence dataset. 

3.3 Performance comparison of three algorithms 

Table 1: Performance comparison of clustering algorithm 
for EST sequence data 

 Hierarchical 
clustering 

K-means 
clustering 

Fuzzy C-means 
clustering 

Computation time O(mn2log(n)) O(ktm n ) Near O(n)
Memory requirements O( mn + n2 ) O(mn+kn) Near O(n)

Number of clusters 27 10 2
Efficiency 80.85% 82.79% 81%

4. Conclusion

We summarize and conclude the paper with the mention of 
the important issue and research trends for cluster 
algorithms. There is no clustering algorithm that can be 
universally used to solve all problems. Usually, algorithms 

are designed with certain assumptions and favor some type 
of biases. In this sense, it is not accurate to say “best” in the 
context of clustering algorithms, although some comparisons 
are possible.  
There is a broad variation in number of clusters formed by 
different algorithms. K-Means algorithm has the highest 
efficiency 82.79% in clustering human genes. Fuzzy C-
Means clustering defines only two clusters and assigns 
varying degree of membership to EST sequences to each 
member. 

For future work it is suggested that an Adaptive Neuro Fuzzy 
Inference System can be trained to select the best algorithm 
according to the application area of the data. Some variants 
of the classical algorithms can also be used/ developed in 
order to improve the performance further. 
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