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Abstract: Today, Cloud computing become an emerging technology which will has a significant impact on IT Infrastructure. Still, Cloud computing is infancy. In the current cloud computing environment there is numerous of application, consist of millions of module, these application serve from large quantity of users and the user request becomes dynamic. So there must be provision that all resources are dynamically made available to satisfy the needs of requesting users. The resource provisioning was done by considering Service Level Agreements (SLA) and with the help of parallel processing using different types of scheduling heuristic. In this paper we realize such various policies for resource provisioning and issues related to them in current cloud computing environment.
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1. Introduction

Cloud computing is one of the most promising technologies in the modern world having a broad array of web-based services aimed at allowing users to obtain a wide range of functional capabilities on a ‘pay-as-you-use’ basis. Cloud computing is still in its early stages, but the public sector it offers various benefits such as, Cost savings, Highly automated, Flexibility, More Mobility, Increase storage, Business agility, availability of resources etc.

1.1. Cloud Deployment Models

The entire concept of cloud computing is divided into three forms of cloud. All three have significant characteristics; however their choice depends on the personal requirements of business environment. These include Private Cloud, Public Cloud and Hybrid Cloud which is exceptionally flexible.

- Private Cloud: A Private cloud not promotes shared environment. This means private cloud is beneficial for those organizations that do not want to share their confidential data with any third party.
- Public Cloud: In this type of cloud form, data stored is in cloud server, which is located at a distant place elsewhere. It enables users to share and access data from anywhere and at any point of time. This means public cloud promotes shared environment. Although, a bit risky in terms of data security as business operations are done through Internet, but offers highly scalable environment.
- Hybrid Cloud: A Hybrid cloud is a combine of both and gives users or business entities advantage of both the cloud environments. Suppose, a business enterprise wants to share its services and products with its clients across the globe, but at the same time wants to hide the confidential information from them, Hybrid cloud architecture would suit best for such types of businesses.

1.2. Cloud Service Models

Cloud services are classified into three models, it includes:

- Software-as-a-Service (SaaS) - In this model, providers offers a complete application to the client’s for use on demand. EMC Mozy is an example of SaaS.
- Platform-as-a-Service (PaaS) – This model has capability provided to the client’s is to deploy applications, supported by the providers. It is also used as an application development environment. Google App Engine and Microsoft windows Azure Platform are examples of PaaS.
- Infrastructure-as-a-Service (IaaS) - This model has capability to provides scalable computing, storage, network and other fundamental computing resources where the client’s can able to deploy and run their own software. Amazon Elastic Compute Cloud (Amazon EC2) is an example of IaaS.
time to market at a reduced total cost of ownership. Although there are concerns and challenges, the benefits of cloud computing are compelling enough to adopt it.

1.3. Challenges of Cloud

Following are the major challenges needs to overcome, it includes:

Dynamic Scalability: The most of the application is ready to scale up and scale down the compute nodes dynamically as per the response time of the user’s queries. The resource allocation and task scheduling delay is the one of the major factor which leads to the need of dynamic and effective load management system [15].

Interoperability and Portability: When user wants to move their services from one cloud to another is a lack of compatible, time-consuming and labour-intensive because currently there is no standard way exists for interfacing with a different cloud and each provider exposes its own APIs [16].

Cloud Security and Privacy: In cloud computing, Security is one of the most critical issues because people are not worried about the location of data they store in the cloud. Some CSPs may have less transparency than others about their policy of information security.

Reliable Service Allocation: Several reliability problems that arise when allocating applications to processing resources in a Cloud computing platform [17]. Compliance Audit Requirements – Now a day’s cloud computing services can challenge various compliance audit requirements currently in place. Data locations, cloud computing security policy transparency are all challenging issues in compliance auditing efforts [15]. Automated service provisioning - Resource provisioning decisions must made online for satisfying service level objectives while minimizing operational costs.

Scalable Querying and Secure Access: In both grid and cloud environment are two open problems such as scalable provenance querying and secure access of provenance information. Multi-tenancy: Many CSPs have multi-tenant applications in which multiple independent application are serviced using a single set of resources. When a number of applications executing by the single compute node, then the amount of bandwidth allocated to each application reduces which may lead to performance degradation.

Reliability and fault-tolerance: fault tolerance is required which help to improve the reliability of develop system. Cloud computing leads an opportunity to offering testing tools for testing the application against compute failures in clouds [18]. Power: An energy aware resource management offers many type of services to meet the needs of users because it require enormous amount of power for that in cloud computing environment [15].

Data location - cloud computing technology allows cloud servers to reside anywhere, thus the enterprise may not know the physical location of the server used to store and process their data and applications. Although from the technology point of view, location is least relevant, this has become a critical issue for data governance requirements. It is essential to understand that many Cloud Service Providers (CSPs) can also specifically define where data is to be located.

Disaster recovery: It may be possible that the data may be commingled and scattered around multiple servers and geographical areas for a specific point of time cannot be identified. In the cloud computing model, the primary CSP may outsource capabilities to third parties, who may also outsource the recovery process. This will become more complex when the primary CSP does not ultimately hold the data.

One of the important requirements for a Cloud computing environment is providing reliable QoS. It can be defined in terms of Service Level Agreements (SLA) that describes such characteristics as minimal throughput, maximal response time delivered by the deployed system. Although modern virtualization technologies can ensure performance isolation between VMs sharing the same physical computing node, due to aggressive consolidation and variability of the workload some VMs may not get the required amount of resource when requested. This leads to performance loss in terms of increased waiting time, time outs or failures in the worst case. Therefore, Cloud providers have to deal with resources provisioning for user request, while meeting QoS requirements. The rest of the paper is organized as follows: Section 2 provides a literature survey, Section 3 Improvement methodology, Section 4 concludes.

2. Literature Survey

Efficient scheduling problems and resource management are related to the efficiency of the whole cloud computing facilities. The scheduling algorithms in distributed systems usually have the goals of spreading the load on processors and maximizing their utilization while minimizing the total task execution time. Several heuristic algorithms have been introduced in scheduling.

Quiroz et al. [1] introduced a Decentralized; robust Online Clustering mechanism to drive workload (i.e. VM) provisioning on enterprise grids and clouds. In order to deal with inaccurate resource request that leads to over-provisioning provided by application job requests, their mechanism has demonstrated a model-based approach for estimating the application service time given its provisioning. They also presented a quadratic response surface model (QSRM), which was found to best capture the behaviour of the workload for application-specific. It is used to model the application in the cloud computing environment dynamically.

In [3] Van et al. proposed an autonomic resource manager to address the problem of autonomic virtual resource management for hosting service platforms while optimizing a global utility function that integrates the operating cost of the platform provider and the application level SLAs. They also used utility function with constraint programming approach to achieved self optimization by defining business level SLAs of the application and the resource exploitation cost of the hosting provider as constraints. The proposed system attempts to maximize the performance of the hosted applications with an optimal operating cost for the hosting provider.
Parekh et al. [4] addressed the problem of building an effective external controller for automated adaptive scaling of applications deployed in the cloud. They recommended the Proportional Thresholding approach which dynamically adjusts the target range i.e. high and low thresholds based on the number of accumulated virtual machine instances. Thus the relative effect of allocating resources becomes finer as the number of accrued resources increases; eventually resulting in being adaptive and more resource efficient.

Silva et al. [5] proposed a heuristic for optimizing the number of machines for processing an analytical job with predefined number of independent tasks so that maximum speedup can be achieved within a limited budget. However, the traffic of a web application is dynamic and random in nature; hence predicting the optimal number of machines for the fulfillment of the application level SLAs in real time.

Parekh et al. and Silva et al. [4], [5] presented different new algorithms for adaptive scaling, there is a need for an effective prediction scheme for prediction of the future application-level SLAs in order to minimize the system overheads. In this regard, Caron et al. [2] initiated the groundwork for a new approach to workload prediction algorithm based on past usage pattern. Since dynamic allocation and de-allocation of virtual machine instances include some overheads such as, setup time, performance improvement and responsiveness could be achieved if the system can predict and scale in advance to adapt with the changing workload. Based on similar characteristics of web traffic, they proposed a pattern matching algorithm that is used to identify closest resembling patterns similar to the last usage measure of the present usage pattern in a set of past usage traces of the cloud client. The resulting closest patterns are then interpolated by using a weighted interpolation to forecast approximate future values that are going to follow the present pattern. This prediction finally aids in making dynamic scaling decisions in real time. However, this approach is unable to adapt with any new pattern that might appear as a result of the dynamic nature of the web traffic.

In [6], Author proposed the design and implementation of an automated system that uses virtualization technology. Here they discussed the process of allocating data center resources dynamically based on application demands and support green computing by optimizing the number of servers in use. In this, author introduced the concept of “skewness”. Author introduced concept is used to measure the unevenness in the multidimensional resource utilization of a server and also for prevent overload in the system effectively while saving energy used they proposed a set of heuristics.

In [7], Author has proposed an adaptive resource allocation algorithm for the cloud system with preempt able tasks. There are two major contribution of this work done by author. First, author has present a resource allocation mechanism in cloud systems which enables preempt able task scheduling suitable for the autonomic feature within clouds and the diversity feature of VMs. Second, they have proposed two adaptive algorithms for resource allocation and task scheduling in IaaS cloud computing. These algorithms adjust the resource allocation adaptively based on the updated of the actual task executions.

SLA-based Resource allocation algorithms in [8] for SaaS providers, who want to minimize infrastructure cost and SLA violations. In this, author proposed algorithms are designed in a way to ensure that SaaS providers are able to manage the dynamic change of customers, mapping customer requests to infrastructure level parameters and handling heterogeneity of Virtual Machines. They take into account the customers’ Quality of Service parameters such as response time, and infrastructure level parameters such as service initiation time. Proposed algorithms minimize the SaaS provider’s cost and the number of SLA violations in a dynamic resource sharing in cloud environment.

In [9], Author proposed a VM-based architecture for adaptive management of virtualized resources in cloud computing environments. VM-based architecture provides strong isolation between applications which simultaneously run in the virtual resource pool and allows the dynamic allocation of resources to applications and applications to grow and shrink based on resource demand to achieve SLOs. But, how to allocate resources to every application on-demand and in response to time-varying workloads is the major problem in VM-based architecture.

An approach for dynamic autonomous resource management in computing clouds [10]. The main contribution of this work is two-fold. First, they adopt a distributed architecture where resource management is decomposed into independent tasks, each of which is performed by Autonomous Node Agents that are tightly coupled with the physical machines in a data center. Second, the Autonomous Node Agents carry out configurations in parallel through Multiple Criteria Decision Analysis using the PROMETHEE method. Simulation results show that the proposed approach is promising in terms of scalability, feasibility and flexibility.

A decentralized architecture presented in [11] of the energy aware resource management system for Cloud data center. Author has defined the problem of minimizing the energy consumption while meeting QoS requirements and stated the requirements for VM allocation policies. Moreover, they proposed three stages of continuous optimization of VM placement and presented heuristics for a simplified version of the first stage.

Architecture for the dynamic scaling of web applications [12], based on thresholds in a virtualized Cloud Computing environment. In this work, front-end load-balancer is used in scaling approach for balancing user requests to web applications. They were introduced; scaling algorithm based on threshold number of active sessions for dynamic provisioning of virtual machine resources. Dynamically allocate and rapidly provision of resource to users is to be discussed based on-demand capability of the cloud. The existing works have been shows that maximum work is done in the investigation of resource provisioning from the cloud service provider perspective.

3. Improvement Methodology

In Cloud Computing, earlier most of the work was done by different authors for static resource allocation as well as dynamic resource allocation. But here, Requesting VM is
required to select one appropriate task for execution which is best suitable for available resources. Hence, Improvement methodology will deals with the dynamic resource provisioning with time constraint in Cloud Computing environment which will considering On-line mode scheduling heuristic, preempt able tasks execution and multiple SLA parameters such as memory, required CPU time, network bandwidth and waiting queue to provide reliable QoS.

4. Conclusion

The review shows that the challenges in here is for applications hosted in the cloud need to be elastic in order to achieve economy of scale while preserving the application-specific Service Level Agreements (SLA) with time constraints such as, response time, and throughput etc. The usage prediction and dynamic provisioning of resources is one of the fundamental research challenges, because a balanced trade-off between the business-specific SLAs and other constraints such as maximum utilization of resources, cost effectiveness, etc. will need to be achieve. Hence, Improvement heuristic will provide efficient resource provisioning to the multiple cloud users.

5. Future Scope

In future, we will present a model which deals with the efficient allocation of the resources and their implementation as well as analyze the performance level of cloud system with time constraints. The future work can be a sequence of research on other parameters which implies performance of a cloud system.
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